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Volume Learning Algorithm Artificial Neural Networks for 3D QSAR Studies
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The current study introduces a new method, the volume learning algorithm (VLA), for the
investigation of three-dimensional quantitative structure—activity relationships (QSAR) of
chemical compounds. This method incorporates the advantages of comparative molecular field
analysis (CoMFA) and artificial neural network approaches. VLA is a combination of supervised
and unsupervised neural networks applied to solve the same problem. The supervised algorithm
is a feed-forward neural network trained with a back-propagation algorithm while the
unsupervised network is a self-organizing map of Kohonen. The use of both of these algorithms
makes it possible to cluster the input CoMFA field variables and to use only a small number
of the most relevant parameters to correlate spatial properties of the molecules with their
activity. The statistical coefficients calculated by the proposed algorithm for cannabimimetic
aminoalkyl indoles were comparable to, or improved, in comparison to the original study using
the partial least squares algorithm. The results of the algorithm can be visualized and easily

interpreted. Thus, VLA is a new convenient tool for three-dimensional QSAR studies.

Introduction

Comparative molecular field analysis (CoMFA)!2 is
a 3D QSAR method that efficiently handles shape-
dependent pharmacodynamic interactions. Among the
many innovative approaches, such as Hans-Dieter
Holtje’s calculations of interaction energies in hypo-
thetical drug—receptor complexes,3 the active analogue
approach of Garland Marshall,* or the GRID program
of Peter Goodford,® CoMFA is the most widely
practiced.®~8 Usually, analysis of COMFA field variables
is performed by partial least squares (PLS).® In recent
years, a number of other statistical methods were used
in CoMFA studies, such as genetic algorithms® or
k-nearest neighbor methods.!! PLS gives good results
when the correlation between activity and variables is
linear. Though there are studies describing nonlinear
versions of PLS,12714 the type of nonlinear dependence
retrieved by this method is often limited to squared and
cross-terms of parameters and thus may not always be
adequate to find proper relationships between structure
and activity of the analyzed molecules.

Artificial neural networks (ANNS) is one group of
methods that are increasingly being used in drug design
to study QSAR.15-17 This method is able to elucidate
structure—activity relationships and take into account
any nonlinear character of these relationships. Thus,
this method can be of significant interest in 3D QSAR
studies. There are basically two different types of neural
networks.
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The first type, an unsupervised neural network,
realizes training without the teacher. This means that
the target values are not known or absent and neural
network learning consists of the detection and clustering
of input samples according to internal relationships
among them. Principal methods in this field were
devised by Hopfield,'® Kohonen,%20 and Fukushima.21:22
As a rule, the unsupervised neural algorithms are
represented by large networks of hundreds of neurons.
They are used to solve a great variety of problems from
models of associative memory?3 to comparison of geo-
metric and electronic properties of molecular surfaces?*
and the selection of training and test sets.2° Applications
of this method in QSAR studies were recently reviewed
in ref 25. These methods are well adapted for the
analysis of a large number of input parameters.

The second type, a supervised neural network (SNN),
is used to establish relationships between input and
target variables and represents training with a teacher.
The feed-forward neural networks trained with the
back-propagation algorithm are the most widely used
methods in this field.2627 In the case where the depend-
encies between analyzed descriptors and molecular
parameters are nonlinear, the SNN can produce more
accurate models than linear regression methods. This
can be very important for practical applications and the
design of new compounds. These networks are usually
used for the analysis of several tens of molecular
descriptors.28—30 The application of SNNs to a data set
with a large number of input parameters, such as the
thousands of input data generated by the CoMFA
method, is complicated. First, the speed of a neural
network is very low when dealing with a large number
of input parameters. Second, SNN can have a low
generalization ability due to the overtraining problem,°
which becomes more crucial as the number of inputs
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increases. It is also important to mention a specific
problem when applying SNNs to CoMFA parameters.
Since all input variables are used as independent
parameters for neural network training, there is a
substantial loss of information about the 3D structure
of molecules. In addition, the presence of correlation
effects between input variables, which is the usual case
for COMFA parameters, can have a negative impact on
the generalization of SNNs.

The objective of this study is to develop a combination
of unsupervised and supervised neural networks, the
volume learning algorithm (VLA), that combines the
best features of both networks to provide an easy
interpretation of the steric and electrostatic require-
ments of a set of analyzed molecules at the receptor site.
Since the PLS algorithm is effectively the exclusive
analytical method used in CoMFA studies, a new
alternative approach can give a different insight into
the analyzed problem and thus can be used to comple-
ment the results obtained by the traditional techniques.

The proposed procedure (VLA) defines cluster zones
in space around molecules using the self-organizing map
of Kohonen (SOM)° and then uses the mean values of
these clusters for the training of a feed-forward back-
propagation neural network. This approach decreases
the number of input parameters required for neural
network training by several orders, preserves the spatial
structural information of molecules, and calculates
neural network models with high generalization ability.

Data Sets

The efficiency of the new approach was studied using
a series of cannabimimetic aminoalkyl indoles (AAI).3!
The AAls, developed from the lead compound pravado-
line, represent a novel class of cannabinoid receptor
agonists capable of binding with the cannabinoid CB;
receptor. The structures of the analyzed compounds and
their activities are listed in Table 1. The activity of the
compounds was taken as their ability to bind with the
receptor, reported as a constant pK;. This data set was
recently carefully analyzed in ref 31 using the tradi-
tional CoMFA approach. It was known from the litera-
ture®? that pravadoline and its analogues have pKj's of
4.5~6.0 for the morpholine nitrogen of AAI. Thus, this
atom would exist largely in the unprotonated form at
physiological pH. However, it is also possible that there
exists within the receptor binding site a specific residue
capable of protonating the morpholine nitrogen or,
indeed, that the pH of the microenvironment of the
binding site could be such that this nitrogen would be
protonated. That is why the authors3! considered for
their analysis two data sets. The first set consisted of
molecules in which the morpholine nitrogen was un-
protonated, whereas set 2 contained the corresponding
protonated form. The 64 AAI derivatives were used in
the training set and 6 compounds in the test data set
(Table 1). Both data sets were analyzed using the
standard CoMFA procedure. Detailed information on
molecular modeling and structural alignment can be
found in ref 31. In the current work we did not perform
any such modeling but just used the CoMFA field values
from the previous study provided to us by Prof. W.
Welsh and Dr. J.-Y. Shim. Use of the same input values
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for PLS and neural network training made possible a
straightforward comparison of the results of both meth-
ods.

In brief, each molecule with a fixed spatial pattern
was placed inside a 3D cubic lattice divided into a grid
with 2 A spacing. Compounds 13 and 46 were the most
potent ligands in the studied series and thus are
expected to contain the key structural features of the
highly potent AAI compounds. The only difference
between them was the presence of a —40Me group at
the naphthyl moiety of compound 46. Either of these
compounds might have been used as a template mol-
ecule for alignment, but compound 46 was selected since
it was also used as a template in the original work of
Shim et al.3* All compounds were aligned onto the
template molecule by root-mean-square fitting onto
three common atoms. The atoms were selected as
follows: for the unprotonated model, the indole N; atom,
the C, or H, atom of the C,, and the O atom of the C;
carbonyl; for the protonated model, the C, atom of the
N1 side chain, the indole C3 atom, and the C{' atom on
the C3 carbonyl. This alignment scheme was selected
by Shim et al.,3! since it provided both reasonably good
overlap of the putative biologically relevant pharmaco-
phore elements and statistically significant 3D QSAR
models from CoMFA.

The steric (van der Waals) and electrostatic (Coulom-
bic) energies were calculated from the interaction
between all the atoms of each molecule and a probe
atom, represented by an sp® carbon with a +1 charge,
in each unit of the grid.3! This analysis calculated two
data sets with P = 1430 and P = 1716 parameters for
the protonated and unprotonated sets, respectively. The
field values were truncated, as is usual in CoMFA
studies, at 30 kcal/mol.

Supervised Artificial Neural Networks

The feed-forward neural network trained with the
back-propagation algorithm was used as the SNN.33 The
neural networks had five neurons in one hidden layer
selected as indicated in the Results and Discussion
section. The bias neuron was presented on the input and
on the hidden layer.

The input parameters of the SNN were mean values
(simple average) of CoOMFA field parameters calculated
for detected clusters of grid points. The clustering
procedure was performed using SOM, as described in
the next section. The objective of SNN learning was to
correlate the input parameters and the analyzed activi-
ties of molecules and to build a model with high
generalization ability.

Avoidance of overfitting/overtraining has been shown
to be an important factor for the improvement of
generalization ability in neural network studies.3%3* The
early stopping over ensemble technique was used in the
current study to overcome this problem. A detailed
description of this approach can be found elsewhere.30:34
In brief, each analyzed artificial neural network en-
semble was composed of M = 100 networks. The values
calculated for analyzed cases were averaged over all M
neural networks, and their means were used to compute
statistical coefficients with targets. A subdivision of the
initial training set into two equal learning/validation
subsets was used. The first set was used to train the
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Table 1. Structures and pK; Values of Cannabimimetic Aminoalkyl Indoles

pKi (calculated)

pK; unprotonated protonated
compd R1 R> R3 (obsd) PLS?2 VLAP PLS VLA
Test Set
pravadoline Me p-OMe-phenyl H —3.40 —3.26 —2.90 —3.22 —2.90
2 H p-OMe-phenyl H —2.49 —-2.02 —-2.36 —-2.01 -1.92
4 H 7-benzofuryl H -1.15 —-1.51 —1.56 —1.18 -1.77
9 H 1-naphthyl H —0.78 —1.54 —1.44 —1.50 —1.54
11 Me 1-naphthyl H —1.18 -1.70 —-1.76 —1.88 —1.56
12¢ H 1-naphthyl H —0.38 —0.48 —0.87 —0.36 —0.42
Training Set

8d H 1-naphthyl H —-1.61 -1.12 -1.73 —0.22 -1.12
13¢ H 1-naphthyl H 0.02 -1.13 -0.77 —0.82 —0.52
15 Me 0-OMe-phenyl H —2.80 —2.99 —2.64 —2.46 —2.49
16 Me p-OMe-phenyl 6-Me —-3.17 —2.58 —2.52 —2.63 —2.89
17 Me p-OMe-phenyl 7-Me —3.08 —3.04 —2.84 —3.19 —2.95
18 Me p-OMe-phenyl 6-OMe —3.06 —3.02 —2.54 -2.71 —2.96
19 Me p-OMe-phenyl 7-F —2.65 —2.89 —2.86 —2.56 —2.99
20 Me p-OMe-phenyl 6-Br —-2.61 —2.50 —2.75 —2.51 —2.94
21f Me p-OMe-phenyl H —2.69 -3.01 -2.93 -2.97 -3.09
22 Me m-Me-phenyl H —2.68 —2.88 —2.73 -2.82 —2.77
23 Me p-Me-phenyl H —3.15 —2.40 —2.83 —3.00 —2.61
24 Me p-Cl-phenyl H -3.02 —2.72 —3.30 —3.04 —2.89
25 Me p-Et-phenyl H —2.38 -2.21 —2.59 -2.81 -2.11
26 Me p-i-Pr-phenyl H —2.95 —3.00 —2.70 -3.17 —2.66
27 Me 0,m-di-Me-phenyl H —2.47 —2.51 —2.10 —2.75 —-3.01
28 Me m,p-di-Me-phenyl H —2.04 —-2.22 —2.47 —1.89 —2.10
29 Me 1-naphthyl 6-Me —0.94 —1.04 —0.62 —-1.13 —1.58
30 Me 1-naphthyl 7-OMe —0.90 —0.95 —1.46 —0.39 —1.16
31 Me 1-naphthyl 6-Br —0.90 —1.00 —-0.81 -1.15 —1.62
329 Me 1-naphthyl H —1.47 —1.43 —1.68 -1.61 —1.69
33(R)" Me 1-naphthyl H —1.01" -1.01 —-1.50 —-0.85 —0.69
33(S)h Me 1-naphthyl H —1.01" —1.06 -1.76 -1.14 —1.49
34i Me 1-naphthyl H —1.67 -1.74 —1.56 —2.04 —1.86
351 Me 1-naphthyl H —2.48 —2.22 -1.87 -2.13 —1.69
36 H 1-naphthyl 6-Me —0.44 —0.89 —0.51 —0.53 —1.55
37 H 1-naphthyl 5-F —1.44 —1.64 —1.48 —1.50 —1.56
38 H 1-naphthyl 5-Br -2.17 -1.74 —2.05 —1.55 -2.11
39 H 1-naphthyl 5-OH —1.74 —1.85 —1.76 —1.55 —1.76
(+)-40" H 1-naphthyl H —1.95 —1.57 -1.34 —1.92 —1.40
(—)-41h H 1-naphthyl H —1.42 -1.32 -1.71 —1.18 -1.35
42(R)k H 1-naphthyl H —1.99" —-1.74 —1.75 —1.99 —1.66
42(S)k H 1-naphthyl H —1.99" —1.84 -1.61 —1.90 —1.60
43 Cl 1-naphthyl H —0.90 —1.36 —1.40 —1.26 —0.86
44 H 4-Me-1-naphthyl H —0.35 —0.33 —0.38 —0.43 —0.14
45 Me 4-Me-1-naphthyl H —0.67 —0.63 -0.75 -0.97 —0.57
46 H 4-OMe-1-naphthyl H —0.04 —0.18 —0.38 0.60 —1.08
47 Me 4-OMe-1-naphthyl H —1.64 —1.64 —1.02 -1.15 -1.02
48 H 4-OH-1-naphthyl H —0.43 —0.53 —0.73 —0.62 —0.76
49 Me 4-CN-1-naphthyl H —1.07 —1.05 —1.24 —1.03 —0.97
50 Me 4-Br-1-naphthyl H —0.74 -0.92 -1.11 —1.04 —0.90
51 Me 2-naphthyl H —-2.01 —2.28 -2.32 -2.11 -2.01
52 H 2-naphthyl H —1.67 —1.54 —1.29 —1.48 —1.44
53 Me 2-quinolinyl H —2.42 —2.15 —2.28 —2.06 —2.16
54 Me 4-quinolinyl H -2.35 -2.25 -1.81 -1.97 -1.62
55 Me 5-quinolinyl H —-2.82 —-2.38 -1.91 —2.24 -1.91
56 Me 6-quinolinyl H —2.60 —2.50 —2.29 —2.75 —2.49
57 H 6-quinolinyl H —2.59 —2.55 -2.41 —2.49 -2.35
58 Me 7-quinolinyl H -2.15 —2.26 —2.33 —2.63 -2.32
59 Me 8-quinolinyl H —2.34 —-1.94 —2.05 -1.97 —2.15
60 Me 2-benzofuryl H —2.52 —2.44 —2.74 —2.36 —2.54
61 Me 3-benzofuryl H —-1.94 -1.81 -2.19 —2.08 —2.62
62 H 4-benzofuryl H —-1.28 —-1.54 -1.79 -1.37 —1.45
63 Me 5-benzofuryl H —2.45 —2.58 —2.65 —2.80 —2.54
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Table 1 (Continued)
pKi (calculated)
pKi unprotonated protonated
compd R1 Rz R3 (obsd) PLS?2 VLADP PLS VLA
Training Set
64 H 5-benzofuryl H —2.04 —2.69 —2.59 —2.31 —2.57
65 H 6-benzofuryl H —2.38 —2.34 -1.73 -2.13 -1.92
66 H 7-benzofuryl H —-1.75 —2.47 —2.42 —2.02 —2.37
67 H 9-anthracenyl H —-3.37 —3.32 —1.88 —3.43 —2.91
68 H 1,2,3,4-Hs-naphthyl H —1.48 —1.42 —1.95 —1.51 -1.29
69¢ Me p-OMe-phenyl H —2.74 —2.93 —2.29 —2.79 —2.66
70(R)' Me p-OMe-phenyl H —2.59 —2.64 -2.35 —2.50 —2.47
71¢ H p-OMe-phenyl H —-0.88 —0.79 —-1.61 —0.76 -1.19
72! Me 1-naphthyl H -0.71 —0.60 —0.66 —0.80 -0.25
738 Me 1-naphthyl H —0.63 —0.52 —-0.91 —0.58 —0.66
74m H 1-naphthyl H -0.72 —0.64 -0.54 —0.80 —0.53

a PLS = partial least squares results from ref 31. P VLA = volume learning algorithm results calculated using a combination of steric
and electrostatic fields. ¢ [3-(4-Me-Morpholinyl)Jmethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. 9 [2-(1,4-Di-Me-piperazi-
nyl)Jmethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. ¢ [2-(1-Me-Piperidinyl)Jmethyl instead of 2-(4-morpholinyl)ethyl for
the N1 side chain. f 2-[4-(1-Thiomorpholinyl)]ethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. 9 2-(1-Piperidinyl)ethyl instead
of 2-(4-morpholinyl)ethyl for the N1 side chain. " 1-Me-2-(4-Morpholinyl)ethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain.
i 2-[4-(2-Me-Morpholinyl)lethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. I 2-[4-(3-Me-Morpholinyl)Jethyl instead of 2-(4-
morpholinyl)ethyl for the N1 side chain. k 2-Me-2-(4-Morpholinyl)ethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. ' [2-(1-
Me-Pyrrolidinyl)Jmethyl instead of 2-(4-morpholinyl)ethyl for the N1 side chain. ™ (2-Piperidinyl)methyl instead of 2-(4-morpholinyl)ethyl
for the N1 side chain. " Reported as racemate, but separately treated in CoOMFA models.

neural network while the second one was used to
monitor the training process as measured by root-mean-
square error (RMS). An early stopping point determined
as a best fit of a network to the validation set was used
to terminate the neural network learning. It has been
shown that a neural network trained up to an early
stopping point provides better prediction ability than a
network trained to the error minimum for the learning
set.30 Thus, statistical parameters calculated at the
early stopping point were used. The learning process
limits Nay = 10 000 iterations (total number) or Nsgop =
2000 iterations (local number) following the last de-
crease of RMS for the validated set in the early stopping
point.

It has been shown that pruning algorithms3536 may
be used to optimize the number of input parameters for
SNN learning and to select the most significant ones.
These algorithms operate in a manner similar to step-
wise multiple regression analysis and exclude on each
step one input parameter that was estimated to be
nonsignificant. The pruning algorithms were used in the
current study to determine significant clusters of input
data points of the analyzed molecules as described in
refs 35 and 36.

Self-Organizing Map of Kohonen

The main role of a SOM network is to create a
nonlinear projection of high-dimensional input samples
Xs to a lower two-dimensional output SOM space that
is represented by a two-dimensional array of neurons.
The SOM training is performed in such a way that input
vectors with similar properties in the high dimensional
space are mapped to the same (or to the nearby) neurons
on the two-dimensional space. Thus, by considering all
input vectors projected to the same output neuron it is
possible to determine clusters of vectors having similar
properties in the high-dimensional space. Since all
vectors from the same cluster are similar, only one
vector need be used to represent the properties of all
the vectors from this cluster. The use of one instead of
a number of vectors provides a compression of the input

data. Such compression was used in the current study
to decrease the number of CoMFA field parameters. To
do this, each grid point of the CoMFA map was
considered as a vector in the space of the analyzed
molecules. In a simple case, the dimension of this vector
is equal to the number of molecules in the training set,
and its coordinates correspond to the field values
calculated at this grid point for different molecules. The
vectors that have similar properties in this space were
projected by the SOM algorithm to the same neuron and
formed one cluster. Thus, this procedure subdivided the
input space of grid points into a number of separate
clusters, and training of the SNN was performed as
described in the previous section.

It should be pointed out here that the clustering
procedure was only used to provide a subdivision of the
grid space into a number of disjoint clusters, i.e., to
compress the input space of the parameters. After this
subdivision, there was no further need of the SOM
neural networks. The detected clusters can also be used
to compress the input data of a new set of molecules.

Another important point is that different vector
components can be used to perform the clustering of the
input space. For example, it was possible to use only
electrostatic, steric, or a combination of both these field
parameters as components of the vectors Xs. More
sophisticated components, for example, the input to
hidden weights of the SNN (i.e., the weights connecting
a given grid point to the hidden layer neuron) could also
be used.

Let us describe in more detail an algorithmic imple-
mentation and the parameters of the clustering proce-
dure used in this study. The source code of the SOM
algorithm was downloaded from an anonymous ftp
server®” and integrated into the data analysis program.
In the current study, SOM neural networks with a
hexagonal lattice type of neuron array were used. It has
been suggested that this lattice type is more effective
for visual display and analysis than a rectangular one.’®

As was already mentioned, the purpose of the unsu-
pervised analysis performed by the SOM network was
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to find clusters of input parameters. The input data set
used to train the SOM consisted of k input samples
corresponding to the number of the field parameters
(e.g., k = 1430, 1716). Each input sample consisted of
m values corresponding to the field values of this grid
point calculated for each analyzed molecule:

Xs = (Xeps Xgp» o Xgm) $=1,2, ..,k (1)
Each SOM neuron j had a number of weights m
corresponding to the number of molecules. These m
weights formed an m-dimensional weight vector

W = (W, Wi, s Wj) 1=1,2,..,n (2)

where n was the number of neurons in the Kohonen
network. At the beginning of network training, the
neuron weights were initialized using random values.

Since the algorithm itself has thoroughly been de-
scribed elsewhere,192037 the process of SOM learning
is only briefly discussed here. During training, each
input vector, X, was compared to all of the W;, obtaining
the location of the closest match W¢ (given by || X — W(||
= min; {||IX — W;j|} where [|a|]| denotes the norm of
vector a). In the learning process, the weights W, of the
matching (winning) neuron were adjusted in such a way
that they became even more similar to the input vector
X. The weights of all the other neurons in the network
were also adjusted but to an amount that decreased with
increasing topological distance from the winning neuron.
The amount of adjustment was determined by the
learning rate, a, and the neighborhood radius, ¢, which
were monotonically decreasing with the time of SOM
training. Such training produced a self-organization of
the neuron weights. All input samples were represented
to the SOM network thousands of times, and the neuron
weights were gradually adjusted to approximate the
input vector as well as possible. The quality of a SOM
was estimated by a quantization error E;, that was
calculated at the end of training as a mean value of
[IX — W¢|| over all X vectors.

Training a Kohonen map consisted of two phases.18
The first phase, of 100 000 iterations, was used to
roughly order the weight vectors of the map neurons.
During the second phase, of 40 000 iterations, the values
of the weight vectors were fine-tuned.1®3” The initial
learning rate and neighborhood radius of the SOM were
selected to be oy = 0.6, 01 = 2/5(xy)%° and o, = 0.15, 0>
= 2/50, for the first and the second phase, respectively,
where x and y correspond to the size of the SOM map.
These parameters were selected based on the guidelines
and examples of the SOM_PAK manual.®” It was found
that decreasing the number of iterations increased the
guantization error E;, while no improvement of the
mapping was found with an increase in the number of
iterations. Variation of the learning rates, o, and the
neighborhood radii, g, for about 50% of their magnitudes
did not influence the quantization error E..

After termination of the learning process, all data
samples were analyzed by the SOM network one by one,
and the winning neuron was determined for each input
vector using the same method as described earlier. The
result of the network self-organizing analysis was a map
that projected k input samples on the two-dimensional
array of SOM neurons.
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Figure 1. Flowchart of the volume learning algorithm.

Volume Learning Algorithm Artificial Neural
Network

The volume learning algorithm (VLA) realized a
recurring iterative application of supervised (SNN) and
unsupervised (SOM) algorithms (Figure 1). The general
idea of the algorithm was to use SOM to perform
partitioning of the input data parameters in clusters and
then to use the mean values of these clusters for SNN
training. The optimal size of the map was determined
during the work of VLA according to the minimum RMS
error calculated for the validation set at the early
stopping point. The initial size of the Kohonen map in
the SOM algorithm was (x, y) = (14, 12) or 168 nodes,
and it was selected by a rule of thumb. Further studies
have determined that the optimal sizes of maps that
gave the best final predictions were, in fact, in the range
from (x, y) = (8, 6) to (X, y) = (4,2). Thus, the initial size
was sufficient to select the optimal maps.

The algorithm included a number of iterations that
were used to find an optimal partitioning of the input
CoMFA parameters on the number of clusters.
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(1) The first step consisted of preparation of an initial
learning data set for the SOM algorithm training. The
number of data samples corresponded to the number of
input variables calculated by CoOMFA. Thus, there were
P = 1430 or P = 1716 input data samples for the
protonated and unprotonated data sets, respectively.
During the very first iteration of VLA, the components
of the vectors used in the learning set of SOM contained
the CoMFA parameters of the analyzed field values. The
dimension of each data sample d; = 64 corresponded to
the number of molecules in the training set. However,
during the next steps of VLA learning, the CoMFA
parameters were substituted by the weights of trained
SNN networks. In this case each data sample contained
input-to-hidden neurons weights corresponding to this
input parameter in the ensemble of supervised neural
networks. Notice that each input neuron was connected
to the H hidden neurons and only these weights were
considered. Since there were M = 100 of SNNs in the
ensemble, the dimension of each data sample was d; =
MH. It was found that the use of the SNN weights
provided improved results compared to the analysis
based on the partitioning using the COMFA parameters.

(2) The second step included initialization and train-
ing of the Kohonen network of size (x, y). The initial
size of this map was (x, y) = (14, 12). This size was
decreased with iterations of the algorithm as indicated
at step 4. The training by the SOM algorithm parti-
tioned the initial COMFA parameters into a number of
clusters. All small clusters that contained less than a
minimal number of points, nmin, were identified, and
neighbor clusters with a minimal distance ||X;, Xj|| were
joined together. The number nnmi, = 8 was selected after
a few trials as discussed in the Results and Discussion
section.

(3) The clusters of input CoOMFA data points calcu-
lated by the SOM were analyzed. The mean values of
input parameters from each cluster formed a new data
set for the SNN learning. Thus, the number of input
variables of the SNN corresponded to the number of
clusters determined by the SOM algorithm. An en-
semble of 100 neural networks was trained. The opti-
mized neural network weights that calculated a mini-
mum validated RMS error at the early stopping point
were saved and then were used for SOM neural network
training at step 2.

(4) The size of the Kohonen network was decreased
from (x, y) to (x — 1, y — 1) for successive iterations of
the algorithm. The steps 1—4 were repeated until the
size of the Kohonen map did not decrease up to (4, 2).
The partitioning that provided minimum RMS was
selected as the optimal one.

(5) The last step included application of the pruning
algorithms that were used to select a set of the relevant
input parameters. The optimized clusters of parameters
were used to visualize the regions of molecular param-
eters that were found to be important for the analyzed
activity of molecules.

In the case of the combined fields, the electrostatic
and steric fields were analyzed separately using the
SOM algorithm. The detected clusters formed a joint
partition that was used to train the neural networks.
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Results and Discussion

A preliminary study was performed to determine an
optimum number of hidden neurons in the SNNs. This
study used a Kohonen SOM of the maximal size. The
input data for the SOM were represented by steric
parameters of the unprotonated set. The number of
hidden neurons was investigated by the examination
of neural networks with 2, 3, 4, 5, 7, and 10 hidden
neurons. It was found that the RMS error calculated
for the validation set was decreasing (i.e., RMS = 0.65
+ 0.02, 0.64 + 0.03, 0.64 + 0.04, 0.63 + 0.02) when the
number of neurons in the hidden layer was changed
from 2 to 5. However, further increase in the number
of hidden neurons from 5 to 7 and 10 did not improve
the prediction ability of the neural networks (i.e., RMS
=0.66 + 0.03, 0.66 £+ 0.03). Thus the number of neurons
in the hidden layer was selected to be 5. This number
also provided the maximum speed of SNN calculations.

Two types of analysis were performed. In the first
type, the clustering for all iterations of VLA was
performed using only CoMFA parameters for Kohonen
network training. In the second type of analysis, the
neural network weights from the SNN were used as
inputs for the Kohonen neural network starting after
the second iteration of the algorithm. Such analysis was
performed for steric, electrostatic, and a combination
of steric and electrostatic fields for both data sets (Table
2).

The use of the neural network weights as input for
the Kohonen neural network significantly improved
performance of the VLA. Indeed, there were 12 cross-
validated coefficients calculated by VLA for the analyzed
fields (including joint set), two data sets (i.e., leave-one-
out results for training and prediction results for the
test set), and two models (protonated and unproto-
nated). In 10 out of 12 cases, the performance of VLA
trained with neural network weights, as input for the
Kohonen network, was superior to that of VLA trained
using the initial CoOMFA parameters. Thus, according
to the nonparametric sign criterion3® with p < 0.01, VLA
predictions using neural network weights as input for
training of the Kohonen neural network were improved
in comparison to the same analysis using only the initial
CoMFA parameters.

The difference in the performance of both these
approaches was due to an improvement of SOM map-
ping when using neural network weights compared to
use of the initial COMFA parameters. The optimal SOM
maps calculated with neural weights usually contained
a smaller number of clusters compared to those calcu-
lated using the original CoOMFA parameters. This fact
clearly indicated that a clustering of initial CoMFA
parameters was a much more complex task for the SOM
algorithm (and since a large number of different clusters
was found) than a similar analysis of SNN weights. The
initial parameters contained a lot of information that
was not important or relevant to the analyzed activity
of the molecules. By contrast, the weights of a trained
neural network contained information that was more
relevant to the analyzed activity. Indeed, the magni-
tudes of these weights were determined during neural
network learning to produce a maximum fit between
calculated and observed activities. That is why the use
of SNN weights provided a better clustering by the SOM
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Table 2. Cross-Validated g? Values Calculated Using the Volume Learning and PLS Algorithms for Different Fields?

volume learning algorithm

clustering using clustering using

initial field params ANN weights pruning results PLSP
Cross- Cross- Cross- latent Cross-
field clusters validated g2 clusters validated g2 clusters validated g2 variables validated g2
Aminoalkyl Indoles (Unprotonated)
steric 28 0.47 £0.02 14 0.78 £0.01 10 0.78 £0.01 5 0.53
(0.63 £ 0.03) (0.72 £ 0.02) (0.71 £ 0.02) (0.76)
electrostatic 16 0.28 £ 0.03 8 0.43 £ 0.02 4 0.49 £ 0.02 4 0.31
(0.70 £ 0.02) (0.78 £ 0.02) (0.79 £ 0.03) (0.56)
steric + 83 0.39 £ 0.04 16 0.75 £+ 0.02 10 0.76 £ 0.03 6 0.56
electrostatic (0.78 + 0.02) (0.76 + 0.02) (0.74 + 0.03) (0.83)
Aminoalkyl Indoles (Protonated)
steric 10 0.54 £ 0.03 15 0.72 £ 0.02 6 0.73 £ 0.02 5 0.59
(0.49 =+ 0.03) (0.81 + 0.01) (0.81 + 0.02) (0.75)
electrostatic 14 0.48 £ 0.01 8 0.61 + 0.02 5 0.63 + 0.02 4 0.45
(0.86 + 0.02) (0.75 + 0.02) (0.76 + 0.03) (0.67)
steric + 40 0.52 £0.02 16 0.77 £0.01 6 0.77 £0.01 6 0.59
electrostatic (0.66 £+ 0.03) (0.74 + 0.02) (0.74 + 0.02) (0.78)

a PLS = partial least squares; ANN = artificial neural network. The leave-one-out results for the training set and, in parentheses, for

the test set are shown. P Results updated from ref 31.

Table 3. Cross-Validated g2 for Different Minimal Numbers of
Points nmin per Cluster Using Steric Unprotonated Data Set

values. From a chemical point of view such clusters were
the least informative.

Nmin calculated clusters LOO* test set The importance of the detected clusters for the
1 24 0.63 4 0.03 0.70 + 0.03 observed activity was evaluated using pruning methods
3 15 0.77 £0.01 0.73 +£0.02 during the last step of the algorithm. The pruning
4 24 071+002  073+004 eliminated a number of clusters detected by the VLA
5 28 0.71 + 0.03 0.57 +0.03 .

e 19 0.74 + 0.01 0.74 + 0.03 procedure. Clusters with the largest number of param-
8 14 0.78 + 0.01 0.72 + 0.02 eters were detected as nonsignificant and were elimi-

10 7 0.84 4+ 0.02 0.67 £ 0.02 nated by the pruning algorithms.

15 5 081+£002  066+002 For the training set, steric parameters provided

20 5 0.73 + 0.02 0.56 + 0.04 hiah ictical coeffici d he el

30 6 071 + 002 0.48 £ 0.04 igher statistical coefficients compared to the electro-

a LOO = leave-one-out results for the training set.

algorithm and, consequently, a better performance of
VLA. The idea to cluster neural network weights was
inspired by a similar method used to cluster input
samples in the efficient partition algorithm3* and by the
data partitioning algorithm of ref 20.

A minimum number of points, nmin, per cluster was
also an important parameter for VLA. A detailed study
of this parameter was carried out for the steric fields of
the unprotonated set as shown in Table 3. The optimal
performance of VLA was detected for nmin = 7—15. A
smaller value of this parameter tended to produce a
large number of clusters with low prediction ability. This
effect was probably due to the overfitting of neural
networks trained with a larger number of input param-
eters. An increase of this value beyond the optimal
range also decreased performance of the algorithm.
However, in this case the decrease was due to the low
spatial resolution of data that was lost in the clustering.
Thus, this number was selected to be nmin = 8, and it
was used for all calculations reported in this article.

Interesting results were provided by an analysis of
the distribution of parameters in clusters calculated by
the SOM algorithm (Table 4). Most input parameters
were collected in one large cluster while the number of
parameters in the other clusters was in a range from 8
to 73 with a mean of 20 and a median of 14 parameters,
respectively. The largest cluster predominantly con-
tained input parameters for the 3D space occupied by
the molecules and, correspondingly, with truncated field

static parameters for both unprotonated and protonated
sets. The importance of steric interactions for the
cannabinoid activity of the analyzed molecules was also
identified by analysis of the joint set containing both
steric and electrostatic fields. Only 3 out of 10 clusters
selected by the pruning methods for the unprotonated
model contained electrostatic parameters while no
significant clusters with electrostatic parameters were
found for the protonated model. However, even if the
clusters with electrostatic parameters were found to be
important for the activity of molecules in the unproto-
nated model, their addition did not change its prediction
ability. The cross-validated g? for steric and steric plus
electrostatic fields were within confidence intervals for
both test and training sets. This result indicated the
importance of the steric field for the analyzed activity.
A similar conclusion about these fields was found in
the PLS studies.?! Indeed, the individual contributions
from steric/electrostatic fields were 71%/29% and 80%/
20%, respectively, for the unprotonated and protonated
models.3! In fact, PLS results calculated for steric and
steric plus electrostatic fields were the same for the
protonated model while only a small improvement of
results was observed for the unprotonated model. Thus,
the results of both VLA and PLS methods indicated that
the variation in binding affinity among the AAI is
dominated by steric interactions at the receptor site.
This is in accordance with the known importance of the
hydrophobic components of the AAI®® and the classical
cannabinoids* for the cannabimimetic activity.
Prediction ability of all methods for the test set of six
molecules significantly varied, and it tended to be higher
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Table 4. Distribution of Parameters in Clusters Detected by the Volume Learning Algorithm
number of parameters in each cluster
field 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Aminoalkyl Indoles (Unprotonated)

steric 1398 73* 48* 40* 31* 23 21* 15 14* 12* 11* 11* 10 9*

electrostatic 1596 31* 22* 20* 13 12* 12 10

steric + electrostatic 1566 58* 39* 16* 11* 10* 8* 8*

1635  17* 17 10* 10 9 9* 9

Aminoalkyl Indoles (Protonated)

steric
electrostatic
steric + electrostatic

1077 70* 63* 35* 32 25*
1321 22* 20* 18* 18* 11
1250 71* 38* 22* 15 14*
1349 15 13 12 12 11

21* 19 15 15 13 12 12 11* 10
10 10*

11* 9*

10 8

* Clusters selected by pruning methods. Total numbers of input parameters were P = 1430 and P = 1716 for protonated and unprotonated

sets, respectively.
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Figure 2. Steric (A) contour plots for the protonated model
calculated by the pruning methods. Compound 46 (B) is used
as a reference molecule. Enhanced binding is associated with
increasing (green) and decreasing (yellow) steric bulk.

than that for the training set. This result is probably
due to a smaller structural diversity of this set compared
to the training set.

Visualization of the calculated results represented an
important problem in assessment of the performance
of VLA and comparison with PLS. Since the original xyz-
coordinates were not directly used to cluster the grid
points in the SOM algorithm, there were some disrup-
tions in the neighborhood relations amid points in 3D
space, i.e., some detected clusters contained points
separated in space.

This happened mainly for clusters that were detected
as nonsignificant and were pruned by ANNs. On the
contrary, the clusters found to be significant as a rule
contained grid points (shown as balls) from a compact
region. The visualization procedure was performed as
follows. At first, the geometrical center of each cluster
was found by calculating the average value of the x-,
y-, and z-coordinates. The nearest five or six grid points
to the geometrical center of each cluster were shown as
balls. If several points could be shown, preference was
given to the point connected to the already shown
points. Such a procedure reasonably mapped the posi-
tion of small clusters (composed of 10—15 grid points)
but was not optimal for the large ones.

The plots for the protonated (Figure 2) and unproto-
nated data sets (Figure 3) depicted regions around the
molecules where enhanced CB; cannabinoid receptor
binding affinity was associated with increasing (green)
and decreasing (yellow) steric bulk and with decreasing
(blue) negative charge.

A) B)

Figure 3. Steric (A) and electrostatic (B) contour plots for
the unprotonated model calculated by the pruning methods.
Compound 46 is used as a reference molecule. Enhanced
binding is associated with increasing (green) and decreasing
(yellow) steric bulk and with decreasing (blue) negative
charges.

The calculated results were consistent with known
QSAR for the aminoalkyl indoles. For example, the
green color around the naphthyl moiety indicated that
the presence of bulky substituents at the R2 position
increased binding inside a large pocket of the receptor.
This is the case when, for example, the naphthyl moiety
(compounds 45 and 47) replaced the substituted phenyl
moiety (pravadoline and compound 23, respectively).
The shape of the pocket was similar to that of 1-naph-
thyl, since there was a decrease in the pK; if the
1-naphthyl group (compounds 9, 11) was changed to a
2-naphthyl (compounds 52, 51), quinolyl (compounds
53-59), benzofuryl (compounds 4, 60—66), or 9-anthra-
cenyl (compound 67). Two different clusters with light-
and dark-green colors (the light color corresponds to
larger increase in energy) contribute to the green region
around the naphthyl moiety. This suggests that, while
the increase of steric bulk is in general favorable, the
position of substituents was also important for the
activity of molecules.

The electrostatic interactions also influenced the
activity of the molecules for the unprotonated model. A
blue region near C4' of the naphthyl moiety (Figure 3B)
was consistent with a similar region found by Shim et
al. (see Figure 7A of ref 31). It indicates that enhanced
CB1 cannabinoid receptor binding affinity could be
associated with the presence of a methoxy (compound
46) or a bromo (compound 50) substituent at this
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position.3! However, the region detected by VLA is much
wider and also includes a part of space around the
naphthyl moiety. It is interesting that PLS (Figure 7A
of ref 31) detected the importance of electrostatic
interactions at this region only for the unprotonated,
but not for the protonated, model. However, the steric
and not electrostatic interactions, which were already
described, were dominating at this region. For example,
the presence of a Me subsitituent at the C4' position,
compound 44, increased pK; compared to the unsubsti-
tuted compound 9. Compound 44 is more active than
compound 48, which has a hydroxy group at the C4’
position.

The presence of the yellow clusters closely surround-
ing the heterocyclic ring in the N1 side chain (see Figure
3A) indicate sterically forbidden regions. The presence
of substituents at these regions significantly decreased
activity of the molecules. This was the case for the
methyl group of the piperazinyl ring (compound 8) as
well as for the methyl groups of compound 42(R) and
42(S) (methyl groups in the second position of the N1
side chain). Similarly, the methyl groups of compounds
34 and 35 at the second and third position of morpholine
ring, respectively, also enter this region. The interac-
tions with these sterically forbidden regions decreased
the activity of these compounds compared to their
analogue, compound 9, that does not have such substit-
uents. For the unprotonated model, this region also
contained two blue clusters that indicated the impor-
tance of electrostatic interactions at this region. This
emphasizes the importance of the basicity of this
structural element for binding.

Similar sterically forbidden regions near the hetero-
cyclic ring in the N1 side chain were detected by the
PLS method for the protonated model, while only one
small region consisting of a couple of grid points was
detected for the unprotonated model (Figure 7 of ref 31).
This indicated some instability of the calculated PLS
models. On the contrary, the results calculated by VLA
were quite similar for both protonated and unprotonated
models. Both VLA and PLS algorithms calculated
different orientations and sizes of contour maps for
protonated and unprotonated models. This could be a
result of different alignment schemes used for both
models.

The presence of a sterically forbidden region near the
C5 position explains a decrease of the activity of
compounds that have a substituent at this position
(compounds 37—39 compared to 9). This region was not
detected by PLS models.

In general, the places of localization of the identified
regions in most cases were similar to the areas described
in ref 31, though they had different form and size.
Unfortunately, no definitive statement can be made
regarding whether these compounds interact with the
receptor in a protonated or unprotonated form, since
both models calculated comparable statistical results.
To some extent, the protonated model looks more
attractive, since only a steric field was needed to explain
the activity of the analyzed compounds, and thus the
model itself is simple. However, such a conclusion can
be biased, since the effect of the electrostatic field played
only a minor part in the AAI ligand—receptor inter-
actions for the unprotonated model too.
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At the present stage of its development, the VLA can
be applied after PLS analysis. The results calculated
by both methods can be compared. The similar regions
detected by both methods will provide an additional
cross-validation of the results of the PLS method. On
the contrary, discrepancies in the calculated maps
should be analyzed to understand the limitations of each
method. Further development of VLA will be aimed at
an improvement of the visualization of the detected
clusters.

Conclusion

This study presents a neural network system, VLA,
for 3D QSAR studies. This algorithm clustered input
parameters of the molecules and used their mean values
to correlate the activity of analyzed molecules with their
spatial and electronic structure. This significantly de-
creased the number of input parameters and made it
possible to calculate 3D QSAR models with high predic-
tion ability. An application of pruning algorithms esti-
mated significance of the detected clusters and identified
the most important regions of the input parameters
determining the analyzed biological activity. The results
calculated by the proposed approach were comparable
to or superior to those of PLS. Moreover, both algo-
rithms correctly determined the dominant role of steric
interactions for the AAI cannabinoid receptor binding
activity. The regions crucial for activity of the analyzed
molecules detected by VLA were similar to those of PLS.
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